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Abstract. We study about a method to describe knowledge for generating an adequate number of multiple-choice questions. We focus on the fact that instructors can easily explain concrete multiple-choice questions, even if they cannot describe the domain knowledge completely. We propose the Environment of Abstract Rule (EAR), which enables an instructor to describe abstract knowledge by explaining the difference among some concrete multiple-choice questions, and by representing the knowledge in the form of a diagram. In this paper, we describe the concept of EAR and report the results of a preliminary experiment in which we explored whether instructors could describe knowledge easily. As a result, we suggest that the EAR has the potential for generating appropriate knowledge.
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1. Introduction

It is important to be aware of one’s own incomplete knowledge in order to acquire knowledge. A student’s voluntary understanding is an advantage, and it needs appropriate support to provide awareness or adjustment [1]. Educational material fulfills an important role in raising student awareness. Particularly in situations where students learn without a teacher, the support materials have to be designed in such a way as to call the student’s attention to his/her mistakes, and to enable the student to learn better from his/her mistakes. In recent years, e-learning has been used extensively in learning situations without an instructor. In such a situation, it is difficult to work through complicated learning content when compared to a supervised learning situation. However, a learning situation without an instructor has the advantage of allowing students to learn at their own pace without needing hours of instruction; the instructor can avoid being in constant attendance on the students, such as when the students check facts they have already learned, or when they practice repeatedly.

Multiple-choice is the typical method of designing questions used in e-learning support materials. The design needs to satisfy the following two conditions in order to raise student awareness effectively. (1) Distractors that reflect the students’ typical errors are required. (2) A student can be expected to acquire awareness by choosing the distractor that the instructor included. In a learning situation without an instructor, measures need to be taken to prevent any misunderstanding about the cause of error. This danger can be avoided by preparing supporting documentation that describes the cause of the error for each distractor.
However, preparing an adequate number of such multiple-choice questions that satisfy these conditions can be a burden. Therefore, an authoring system that can reduce the burden is desired. There were various types of multiple-choice questions automatic generation systems such as using thesaurus [2] [3] [4], domain ontology [5] [6], SWRL rules [7] or machine learning approach [8]. However, there are problems in using this as support material, because it does not satisfy the two conditions described earlier.

On the other hand, there are studies that explore the possibility of generating questions that need complicated solutions by adding an advanced type of knowledge. Funai, Akiyama, & Hirashima proposed a method of generating multiple-choice questions based on the knowledge of solutions in physics and dynamics [9]. Matsuda describes the Gramy, which can generate the solution and the correct answer of geometric proof problems and can explain complicated solutions [10]. However, these studies that deal with complicated solutions or knowledge have to include an in-depth discussion of the complete knowledge. This becomes an obstacle for the instructors in preparing the supporting material.

There are studies that consider renewing knowledge easily. Richards & Compton proposed the Ripple-Down Rules, which is a method for experts to easily renew knowledge [11]. They maintain that experts can judge truth and falsity and easily explain the adjustment of practical knowledge, while it is difficult for them to judge and correctly explain abstract knowledge. They propose a method that induces and reflects the shift from abstract knowledge to practical knowledge gradually, by renewing a practical question.

In this paper, we propose a method to describe knowledge for generating an adequate number of multiple-choice questions. We focus on the fact that instructors can easily explain concrete multiple-choice questions, even if they cannot describe the domain knowledge completely as with Ripple-Down Rules. We propose the Environment of Abstract Rule (EAR), which enables an instructor to describe abstract knowledge by explaining the difference among some concrete multiple-choice questions, and by representing the knowledge in the form of a diagram. In this study, we use Simulation of Erroneous Solution (SES) to generate multiple-choice questions. SES generates the knowledge described by Prolog, the key, and the solution, using the question template. Then, SES generates distractors and the erroneous solution that the instructor assumed, using the perturbation operator, which rewords a part of the knowledge. The EAR that we propose in this paper is a method of generating the Horn clause in Prolog which is the knowledge of SES.

This paper describes the concept of EAR. Section 2 discusses a precondition of the EAR, and Section 3 describes its structure. Section 4 reports the results of a preliminary experiment in which we explored whether instructors could describe knowledge easily.

2. Precondition

The precondition assumed in this paper is as follows. First, the EAR targets the multiple-choice type supporting material, which we henceforward refer to as “multiple-choice.” It is composed of the following: a given, the beginning of the question that explains the information necessary to solve the problem; a query, the end of the question that presents the item as a problem to be solved; the choices, consisting of one key and some distractors; the guide, which explains the correct solution to get a key and the location of the error in the solution of each distractor. Second, the EAR uses Prolog to generate the multiple-choices. Therefore, the EAR targets those multiple-choices for which procedural knowledge can derive solutions. Third, if the multiple-choices are few in number, there is the possibility that someone would memorize the set of questions and the key. The EAR is effective in preparing a sufficient number of multiple-choices. Lastly, the
EAR targets instructors, who can explain the solution for multiple-choices, and prepares distractors that include typical errors made by the students. However, the EAR requires no understanding of knowledge engineering.

3. Structure of EAR

3.1 Multiple-choice generation module

First, we implemented a multiple-choice generation module based on SES before developing the EAR. SES is a method of generating a solution from wrong knowledge to wrong answer, by a perturbation from problem-solving knowledge to knowledge of wrong answer derivation. The multiple-choice generation module requires a given condition, a query condition, a knowledge base, and a perturbation operator as shown in Figure 1. The perturbation is projected on a student’s typical error, and the perturbation operator expresses the difference between the erroneous solution and the correct solution.

First, the multiple-choice generation module generates a key and the correct solution by deriving the knowledge base using the given condition and the query condition. It is possible to generate a guide to the correct solutions by replacing a variable in the template with the correct solution. Next, the multiple-choice generation module adds the perturbation from correct solution to erroneous solution, and generates distractors using the erroneous solution. Finally, it is possible to generate a guide to the erroneous solutions, which explains the difference between the correct solution and the student’s erroneous solution, by replacing a variable in the template with the erroneous solution.

We confirmed that forty questions and a hundred sixty explanation text about the key and the distractors are automatically generated from seventeen prolog clauses as knowledge into SES. In the following section, we explain how to create the given condition, the query condition, the knowledge base, and the perturbation operator (Figure 2).

![Fig. 1 Knowledge List generated by EAR](image-url)
3.2 Overview of the EAR

The knowledge used in the multiple-choice generation module is composed of an attribute, an attribute-value, an attribute level’s causal connection, and an attribute-value level’s causal connection, as shown in Figure 3. Instructors have implicit knowledge, and therefore it is easy for them to shape up and explain the knowledge. However, it is difficult for them to abstract the knowledge. Therefore, the EAR helps the instructors to abstract knowledge. The procedure for abstracting knowledge is described below:

(1) Creating a base-question: The instructor creates some multiple-choices that include a question, the choices (the key and some distractors), and a guide, which explains each choice. We call it the base-question.
(2) Generating a query condition: The system generates the query condition by asking the instructor about the attribute of the choices in the base-question.
(3) Generating a given condition: The instructor alters the question and explains it. The parts before and after the change are attribute-values that belong to the same attribute. For example, if the instructor alters the word “stonefly” to “Asellus hilgendorfii” these would be attribute-values that belong to the same attribute, “biotic indicator.” Thus, this enables the generation of the given condition, because attributes are generated.
(4) Generating an attribute: The system generates the attribute used by the correct solution, by altering the guide of the base-question, and explaining it as described in (3).
(5) Generating an attribute level’s causal connection: The system generates the attribute level’s causal connection by explaining the relationship between two attributes that do not connect to the query condition. When the instructor explains it, he/she uses the attribute generated in (2), (3), and (4). If there is no attribute on the attribute list generated, it implies a lack of attributes, which are essential for solving the question. Therefore, the system directs the instructor to extract the lacking attribute, by means of (2). This helps to prevent a shortage or an error of attribute. Then, the instructor describes the direction of the causal connection. When the instructor explains the causal connection, there is a significant difference between “the biotic indicator depends on the quality of water” and “the quality of water depends on the biotic indicator.” Therefore, the direction of the causal connection is very important.

(6) Error check of knowledge generated: The system shows the instructor some questions generated by the multiple-choice generation module. If the knowledge generated is correct, the question that shows the correct causal connection is displayed. On the other hand, if the knowledge generated is incorrect, the system generates an error question. It is possible to notify the instructor if the knowledge is defective, and to edit the causal connection again. If the knowledge is defective, the instructor repeats steps (2) to (5).

(7) Inputting the attribute-value: The correct knowledge is constructed at this stage, and the instructor adds the attribute-value to the attribute that the system generated.

(8) Generating the attribute-value level’s causal connection: The system generates the attribute-value level’s causal connection by making the instructor explain the relation among the attribute-values.

(9) Generating a perturbation operator: The system needs error knowledge to generate the distractors and the guide to the erroneous solutions; therefore, it is necessary to add the perturbation at the specific point of correct knowledge. Therefore, the system generates the perturbation operator by changing either of the attribute-values that has a causal connection to the error attribute-value, which reflects a student’s typical error.

3.3 System component

We implemented the EAR to the knowledge revelation module in a multiple-choice generation system. In this section, we describe the knowledge revelation module.

(a) Base-question editor: The instructor inputs a base-question (question, choices, and guide) from the base-question creation interface, as shown in Figure 4. It is possible for the instructor to describe a base-question freely.

(b) Attribute Editor: First, the instructor alters the attribute-value and explains to what attribute the attribute-value belongs using the attribute editor. Figure 5 shows the screen shot where the instructor is asked to what attribute “stonefly” and “Asellus hilgendorfii” belong. If instructor answers “biotic indicator,” the knowledge revelation module generates the attribute “biotic indicator (stonefly)” and “biotic indicator (Asellus hilgendorfii).” Second, the attribute editor shows the attributes that do not connect to the query condition. Next, the attribute editor encourages the instructor to complete the relation graph; the relation graph has to satisfy the conditions that a root node is the query condition, and that all attributes connect to the query condition. Then, the instructor describes in the textbox the relation between the attributes that do not connect to the query condition, as shown in Figure 6. When an attribute appears in the description, it needs to pick the attribute from the list. If there is no attribute that the instructor wants to describe in the list, it lacks an attribute, and the knowledge revelation module directs the instructor to extract the lacking attribute. Finally, the instructor chooses from the choices prepared by the knowledge revelation module to decide the direction of the causal connection.
(c) **Error-check interface**: The multiple-choice generation module generates some multiple-choices from the attributes and the attribute level’s causal connection, and presents them to the instructor. The instructor can learn about the defective knowledge by referring to the error question or the guide generated by the multiple-choice generation module. An error-check interface can prompt the instructor to edit the attributes and causal connections.

(d) **Attribute-value editor**: First, the instructor edits the attribute-value against each node (attribute) of the graph. Next, the instructor describes the attribute-value level’s causal connection with the editor, as shown in Figure 7. Then, the instructor chooses the adding point of the perturbation with the interface, and describes the erroneous causal connection in the same manner.
4. Preliminary experiment

In this section, we explore whether instructors can express knowledge, by comparing the control group whose subjects described the solution knowledge using Prolog with a text editor, and the experimental group whose subjects used the knowledge revelation module that implemented the EAR. To compare these two groups, we calculated the conformance ratio (the ratio of correct knowledge in the solution knowledge that the subjects described) and the recall ratio (the ratio of the solution knowledge that the subjects described in the correct knowledge). The seven subjects who participated in our experiment were university students without any understanding of knowledge engineering.

4.1 Procedure

First, we showed material consisting of English (verb conjugations) and biology (stream dwellers), and got the content across to the subjects. Second, we conducted a test on the material to verify each subject’s ability to create appropriate multiple-choices. If a subject could not pass the test, the subject had to go over the contents of the material again. Third, we divided the subjects into two groups, the control group and the experimental group, and asked the subjects to express their knowledge of either English or biology. There were three subjects in the control group (two English and one biology), and four in the experimental group (two English and two biology). We explained how to describe knowledge using Prolog, and answered the subjects’ queries, which had little impact on the experimental result. Lastly, the subjects alternated between the control group and the experimental group to express their knowledge of either English or biology for counterbalancing; this was not done in (3).

4.2 Result

Table 1 shows the conformance ratio and the recall ratio of the causal connections of the attribute levels and the attribute-value levels. We conducted two sample t-tests for the difference of the average value, and confirmed the significantly different value between the groups at 5% significance. Thus, we demonstrated that the experimental group had a higher score than the control group, both for the conference ratio and the recall ratio.

| Examinee | Subject | control group | | experimental group | | control group | | experimental group |
| --- | --- | --- | --- | --- | --- | --- | --- |
| A | English | 3/3 (100%) | 3/3 (100%) | Biology | 0/7 (0%) | 0/4 (0%) |
| B | English | 2/2 (100%) | 2/3 (67%) | Biology | 1/4 (25%) | 1/4 (25%) |
| C | English | 3/3 (100%) | 3/3 (100%) | Biology | 2/5 (40%) | 2/4 (50%) |
| D | English | 3/3 (100%) | 3/3 (100%) | Biology | 1/4 (25%) | 1/4 (25%) |
| E | Biology | 4/4 (100%) | 4/4 (100%) | English | 2/3 (67%) | 2/3 (67%) |
| F | Biology | 4/4 (100%) | 4/4 (100%) | English | 2/3 (67%) | 2/3 (67%) |
| G | Biology | 4/4 (100%) | 4/4 (100%) | English | 3/5 (60%) | 3/3 (100%) |
4.3 Discussion

We determined that all the conformance ratios of the causal connection of both the attribute levels and the attribute-value levels in the experimental group was 100%, as shown in Table 1. The conformance ratio needs to be 100% for developing the expression for Prolog. However, all subjects in the control group didn’t have a 100% conformance ratio, whereas all subjects in the experimental group had a 100% conformance ratio. Meanwhile, the recall ratios of the experimental group were not as high as the conformance ratios. However, this was not a serious problem, even though the recall ratio affects the number of the multiple-choices generated. Three of the seven subjects did not have a 100% ratio; they could express the causal connection of the attribute-value levels approximately 80% of the time. This was only a preliminary experiment, and therefore it is still too early to conclude that the EAR is helpful. However, our study suggests that the EAR has the potential for generating appropriate knowledge.

5. Summary

In this paper, we describe the concept of EAR and report the results of a preliminary experiment in which we explored whether instructors could describe knowledge easily. While this was only a preliminary experiment, our study suggests that the EAR has the potential for generating appropriate knowledge to generate the multiple-choice by the SES. Future works, we will perform an experiment for a lot of subjects and different domain.
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